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ABSTRACT
Demographics of online users such as age and gender play an impor-
tant role in personalized web applications. However, it is difficult
to directly obtain the demographic information of online users.
Luckily, search queries can cover many online users and the search
queries from users with different demographics usually have some
difference in contents and writing styles. Thus, search queries can
provide useful clues for demographic prediction. In this paper, we
study predicting users’ demographics based on their search queries,
and propose a neural approach for this task. Since search queries
can be very noisy and many of them are not useful, instead of
combining all queries together for user representation, in our ap-
proach we propose a hierarchical user representation with attention
(HURA) model to learn informative user representations from their
search queries. Our HURA model first learns representations for
search queries from words using a word encoder, which consists
of a CNN network and a word-level attention network to select
important words. Then we learn representations of users based on
the representations of their search queries using a query encoder,
which contains a CNN network to capture the local contexts of
search queries and a query-level attention network to select infor-
mative search queries for demographic prediction. Experiments on
two real-world datasets validate that our approach can effectively
improve the performance of search query based age and gender
prediction and consistently outperform many baseline methods.
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Figure 1: Search queries from users of different demograph-
ics.

1 INTRODUCTION
The demographic information of online users such as age and gen-
der plays an important role in many personalized web applications,
such as personalized search engine, recommendation and advertis-
ing [3, 9, 12, 38, 40]. For example, with the gender information of
online users, the advertisers can display dress Ads to female users
and shaver Ads to male users. Without the demographic informa-
tion of users advertisers may show retirement insurance Ads to a
teenager user and lipstick Ads to male user, which may be not ef-
fective. However, it is very difficult to obtain the user demographic
information and the demographics of many online users are not
available, which limits the application of demographic informa-
tion in personalized web services [12, 30]. Luckily, online users
frequently use search engines to search for desired information,
and the search queries accumulated by commercial search engines
can cover a huge number of users. In addition, the search queries
from users with different demographics usually have some differ-
ence in their contents and writing styles. For example, as shown in
Fig. 1 teenagers may search for “math games” and “gifts for class-
mates”, while elders may search for “hearing aids” and “presbyopic
glasses”. Male users may search for “philips shaver” and female
users may search for “lipstick color chart”. In addition, young users
are more likely to use words like “cool” in their search queries than
elder users. Therefore, the search queries generated by online users
can provide useful clues for inferring their demographics. Thus, in
this paper we study the prediction of user demographics based on
search queries.

Predicting demographics from user generated texts have been
studied for several years in both data mining and natural language
processing fields [19, 24, 27, 28, 33]. For example, Nguyen et al. [26]
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birthday gift for grandson

central garden street

google

my health plan

medicaid new York

medicaid for elder in new York

alcohol treatment

amazon.com

the elder scrolls online

youtube

Figure 2: A motivating example for our approach. These
queries are from the same user and sorted by timestamps.

proposed a linear regression model with Lasso regularization to pre-
dict users’ ages from blogs, forum posts and transcribed telephone
speeches. Rosenthal and McKeown [32] proposed to use logistic
regression to predict user ages from blogs. Besides the blog content,
they also incorporated stylistic features and behavior features in
their method. Fink et al. [8] used support vector machine to predict
the genders of Twitter users from their tweets. Wang et al. [36]
applied long short-term memory network (LSTM) [11] to jointly
predict the genders, ages and professions of social media users
from their microblogging messages. However, exiting methods for
user demographic prediction mainly focus on blogs, social media
messages and forum posts, and the research on search query based
demographic prediction is quite limited. In addition, the existing
methods usually combine all the texts generated by the same user
together to build user representation vector, and cannot distinguish
informative texts from noisy texts for demographic prediction.

Our approach is motivated by following observations. First, not
all search queries are useful for demographic prediction, and many
queries are irrelevant and even noisy. For example, in Fig. 2 the
queries “amazon.com” and “youtube” are not informative for age
prediction. Thus, it is important to distinguish important queries
(e.g., “birthday gift for grandson” for age prediction) from noisy
queries (e.g., “amazon.com”) to build informative user represen-
tations for demographic prediction. Second, neighbouring search
queries may have relatedness with each other [5, 22, 34], e.g., “med-
icaid new York” and “medicaid for elder in new York ” in Fig. 2.
It is probably because they are different formulations of the same
search intent. However, the relatedness between search queries
with long time span is usually very weak. Modeling the local con-
texts of search queries is useful for learning more accurate and
robust representations of queries, since search queries are usually
very short and the context information in each single query is lim-
ited. Third, different words in the same query may have different
importance for demographic prediction. For example, in the search
query “birthday gift for grandson” the word “grandson” is more
useful than “gift” for age prediction. In addition, the same word in
different queries may also have different usefulness. For instance,
the word “elder” is important in the search query “medicaid for
elder in new York ” but is less informative in the query “the elder

scrolls online”. Thus, it is important to recognize and highlight
important words according to contexts to learn more informative
representations of search queries.

In this paper, we propose a neural hierarchical user representa-
tion with attention (HURA) approach for demographic prediction
based on search queries. Since different search queries have different
informativeness for demographic prediction, instead of combining
all queries from the same user into a long text for user representa-
tion, in HURA we use a hierarchical neural model to learn more
informative user representations for demographic prediction. Our
HURA model first learns a representation vector for each search
query from words using a word encoder, which consists of a CNN
network and a word-level attention network to select important
words. Then we learn a representation vector for each user based on
the representations of his/her search queries using a query encoder,
which contains a CNN network to capture the local contexts of
queries and a query-level attention network to select informative
search queries for demographic prediction. Extensive experiments
are conducted on two real-world search query datasets for age and
gender prediction. Experimental results show that our approach
can effectively improve the performance of search query based age
and gender prediction and consistently outperform many baseline
methods.

The rest of this paper is organized as follows. In Section 2, we
briefly introduce several related works on demographic prediction.
In Section 3, we introduce our HURA approach. In Section 4, we
report the experimental results. In Section 5 we conclude this paper.

2 RELATEDWORK
User demographic prediction has attracted many attentions from
both data mining and natural language processing fields [10, 18,
29, 31]. Existing methods for demographic prediction are usually
based on blogs, forum posts, social media messages, and online
behaviors [7, 12, 16, 20, 21, 23, 25–28, 32, 41], and machine learning
techniques are widely used in these methods. For example, Rosen-
thal and McKeown [32] used logistic regression to predict user
ages from blogs. They extracted various features to represent users,
such as blog content features (e.g., words and POS collocations),
stylistic features (e.g., slang), behavior features (e.g., number of com-
ments) and interests. Nguyen et al. [26] proposed a linear regression
model with Lasso regularization to predict user ages using different
kinds of texts, such as blogs, forum posts and transcribed telephone
speeches. Hu et al. [12] proposed to predict users’ ages and gen-
ders using their browsing behaviors. They built a bipartite graph
between users and webpages using click-though data. However,
the textual content of webpages is not exploited in their method.
Nguyen et al. [25] applied logistic regression to predicting the ages
of Twitter users according to their tweets. Peersman et al. [28]
proposed to use SVM for gender prediction of Twitter users based
on the content of their tweets. In recent years several deep learning
based methods have been proposed for demographic prediction. For
example, Zhang et al. [41] used LSTM to predict the genders and
ages of social media users based on their microblogging messages.
Besides the original messages, they also incorporated the retweeted
messages, the comments from others and the comments to others,
to learn unified user representations. Wang et al. [37] proposed a
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CNN based method to simultaneously predict the ages and genders
of social media users using their messages. Farnadi et al. [6] pro-
posed a multimodal fusion model to incorporate the texts, images
and user relations to predict the ages and genders of Facebook users.
Different from existing methods which use blogs, forum posts and
social media messages to predict demographics, our approach is
based on search queries. On one hand, search queries are very com-
mon among online users and may be able to cover more online
users. On the other hand, compared with other texts such as blogs
and forum posts, search queries are usually very short and con-
tain only a few keywords. Thus, the context information in search
queries is usually limited, making it challenging for demographic
prediction. In addition, existing methods for demographic predic-
tion usually combine the texts from the same user together for user
representation, and they cannot distinguish informative texts from
noisy texts. Since the content in search queries is extremely various
and many queries are irrelevant and even noisy for demographic
prediction, these existing methods may be suboptimal for search
query based demographic prediction.

There are only a few researches on search query based demo-
graphic prediction [1]. Bi et al. [1] proposed a method to predict
the demographics of search engine users based on their search
queries which combines both social network data and search query
data. They firstly matched Facebook Likes data with search queries
using Open Directory Project (ODP) categories. Then they trained
the demographic prediction model on the labeled Facebook Likes
data and applied it to predict user demographics on search queries.
However, not all search queries can be mapped to ODP categories.
Thus, many useful queries cannot be incorporated in their method.
In addition, their method relies on the external Facebook Likes data
for demographic prediction, and the coverage of users may be lim-
ited. Different from [1], our approach directly trains demographic
prediction model from raw search queries. Thus, our approach can
exploit all available search queries. In addition, our approach does
not rely on any external social network data.

3 OUR APPROACH
In this section we present our neural hierarchical user representa-
tion with attention (HURA) approach for user demographic predic-
tion in detail. The goal of our approach is to classify a user u into a
demographic category y (e.g., an age group in age prediction and
a gender category in gender prediction) based on the queries gen-
erated by this user in a certain period of time, i.e., [q1,q2, ...,qN ],
where N is the number of search queries and these queries are
sorted by timestamps. Each search query is a short text, which
usually consists of a few words, such as “toyota corolla 2018” and
“car washes”.

Our HURA approach can be decomposed into two modules, i.e.,
user representation and user classification. The user representation
module aims to learn a hidden representation for each user based
on their search queries, and the user classification module aims to
classify each user into different demographic categories according
to their hidden representations. Since different search queries may
have different informativeness for inferring user demographic, in-
stead of simply concatenating all search queries together, in our
HURA approach we use a hierarchical representation model to

learn user representations from search queries. It contains two
major modules, i.e., a word encoder to learn query representations
from words, and a query encoder to learn user representations from
queries. The overall framework of our HURA approach is illustrated
in Fig. 3.

3.1 Word Encoder
The word encoder module in our HURA approach is used to learn a
hidden representation for a query q from its words [w1,w2, ...,wM ].
It contains three major layers.

The first layer is word embedding. Through this layer each word
wi is mapped to a low-dimensional dense vectorwi ∈ RD using an
word embedding lookup table E ∈ RV×D , where V is vocabulary
size and D is the embedding dimension. The parameters of this
word embedding lookup table are tuned during model training.

The second layer in word encoder is a convolutional neural net-
work (CNN) [15]. A search query is usually a combination of several
keywords, such as “peppa pig website”, rather than a complete sen-
tence [22]. Thus, it may be not suitable to regard a query as a
word sequence and use sequence modeling methods such as LSTM
to learn the representation of search query. In addition, the local
contexts of words are very important for learning query represen-
tations. For example, combined with “peppa” we know “pig” is a
part of a cartoon name which is informative for age prediction.
However, in other contexts such as “domestic pig” this word is
not so informative for age prediction. Thus, we propose to learn
query representations by using CNN to capture the local contextual
information of words. Denote fw ∈ RKwD as a filter in the CNN
network for word encoder with window size Kw , then the contex-
tual representation of the i-th word in the query q learned by this
filter is formulated as follows:

ci = д(fwT ×w
⌊i− Kw −1

2 ⌋: ⌊i+ Kw −1
2 ⌋
+ bw ), (1)

where w
⌊i− Kw −1

2 ⌋: ⌊i+ Kw −1
2 ⌋

is the combination of the embedding

vectors of words from position ⌊i − Kw−1
2 ⌋ to position ⌊i + Kw−1

2 ⌋,
and д is the activation function which is ReLU [15] in our approach.
We use multiple filters in the CNN layer and the final contextual
representation of the i-th word is the concatenation of the outputs
of these filters at position i , which is denoted as ci ∈ RFw , where
Fw is the number of filters.

The third layer in word encoder is an attention network [17].
Different words in the same search query may have different im-
portance for demographic prediction. For example, in the query
“christmas gift for girlfriend”, the word “girlfriend” may be more
informative than “gift” in inferring user’s gender. In addition, the
same word may have different informativeness in different search
queries. For instance, the word “girlfriend” in the query “film the
new girlfriend” is less informative than in aforementioned query.
It is important to select useful words in different contexts to learn
more informative query representations. Thus, we use a word-level
attention network to help our model attend differently to different
words in different contexts according to their importance to demo-
graphic prediction. Following many previous works on attention
mechanism [39], the attention weight of word wi in query q is
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Figure 3: The overall framework of our HURA approach.

computed as follows:

vwi = tanh(VwT × ci + bw ), (2)

αwi =
exp(vwT × vwi )∑M
j=1 exp(vwT × vwj )

, (3)

where Vw ∈ RFw×Tw , vw ∈ RTw and bw ∈ RTw are the parame-
ters of the word-level attention network, and αwi is the contextual
attention weight of wordwi in query q. vw is usually called “con-
text vector” [39], and can encode the information of “what words
are important for demographic prediction in a context”.

The final representation of search query q is the summation
of the contextual representations of its words weighted by their
attention weights, which is formulated as follows:

q =
M∑
i=1

αwi × ci . (4)

3.2 Query Encoder
The query encoder module in our HURA approach is used to learn
the representation of a user u from his/her queries [q1,q2, ...,qN ].
As illustrated in Fig. 3, this module contains two layers.

The first layer is a query-level CNN network to learn the con-
textual representations of search queries by capturing their local
contexts. The search queries posted by the same user in neigh-
boring time may have relatedness with each other [5, 22, 34]. For
example, they may be the different formulations of the same search
intent or on different aspects of the same search target. The relat-
edness between neighbouring queries is useful for learning more
accurate and robust representations of search queries, since the
context information in a singe query is usually limited and the

related neighbouring queries can provide complementary informa-
tion. However, the relatedness between queries with long time span
is usually very weak. Thus, we use CNN network to capture the
local contexts of search queries to enhance the learning of query
representations. The input of this CNN network is the represen-
tation vectors of user u’s search queries [q1, q2, ..., qN ] which are
learned by the word encoder module. Denote fq ∈ RKq Fw as a fil-
ter in the query-level CNN network with window size Kq , then
the contextual representation of query qi learned by this filter is
computed as follows:

q′i = д(fq
T × q

⌊i−
Kq−1

2 ⌋: ⌊i+ Kq−1
2 ⌋
+ bq ), (5)

where q
⌊i−

Kq−1
2 ⌋: ⌊i+ Kq−1

2 ⌋
is the combination of representation

vectors of search queries from ⌊i −
Kq−1
2 ⌋ to ⌊i +

Kq−1
2 ⌋, and д is

the ReLU activation function. The final contextual representation
of search query qi is a concatenation of the outputs of multiple
filters, denoted as q′i ∈ RFq , where Fq is the number of filters in
the query-level CNN network.

The second layer is a query-level attention network. Different
search queries contribute differently to the demographic prediction,
and many search queries are irrelevant and even noisy for this task.
For example, search queries like “birthday gift for grandson” and
“philips shaver” may be more informative than queries like “google
maps” and “amazon.com” for age and gender prediction. Thus,
we use a query-level attention network to help our model attend
differently to different search queries to learn more informative
user representations from search queries. The attention weight of
search query qi is computed as follows:

vqi = tanh(VqT × q′i + bq ), (6)
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α
q
i =

exp(vqT × vqi )∑N
j=1 exp(vqT × vqj )

, (7)

where Vq ∈ RFq×Tq , vq ∈ RTq and bq ∈ RTq are the parameters of
the query-level attention network, and αqi is the attention weight of
query qi . The context vector vq is used to encode the information of
what search queries are important for a specific user demographic
prediction task, e.g., age prediction.

The final hidden representation of useru is the summation of the
contextual representations of his/her search queries weighted by
attention weights of these queries, which is formulated as follows:

u =
N∑
i=1

α
q
i × q′i . (8)

3.3 User Classification
The user classification module is used to classify a user into one of
the predefined demographic categories (e.g., an age group in age
prediction and a gender category in gender prediction) according to
the hidden representation of this user learned from his/her search
queries. In this module, we use a softmax layer to compute the
probabilities of user u in different demographic categories, which
is formulated as follows:

pu = softmax(WT × u + bu ), (9)

where W ∈ RFw×C and bu ∈ RC are the parameters of the user
classification layer, and C is the number of categories.

In the model training stage, we use crossentropy as the loss
function, and the overall objective function is formulated as follows:

L = −

U∑
u=1

C∑
c=1

yu,c logpu,c , (10)

where yu,c is the gold label of user u in category c , which is 1 if c
is the true and 0 otherwise. U is the number of users for training.

In the prediction stage, the label with the largest score in pu is
selected as the predicted demographic category for user u.

4 EXPERIMENTS
4.1 Datasets and Experimental Settings
Since there is no off-the-shelf datasets for search query based de-
mographic prediction, we built two datasets by ourselves. The first
dataset is for age prediction (denoted as Age). We randomly sam-
pled 25,000 users from a commercial search engine and the age
categories of these users are included in their profiles. We also
downloaded the search queries of these users in 6 months, ranging
from October 1, 2017 to March 31, 2018. The average number of
search queries per user is 171.6, and the average query length is 3.42
words. Each user has an age category, and the mapping between age
category and age range is summarized in Table 1. The distribution
of user numbers in different age categories is shown in Fig. 4. The
second dataset is for gender prediction (denoted as Gender). We also
randomly sampled 25,000 users from a commercial search engine
whose gender information is available and downloaded their search
queries in the same way as the Age dataset. There are 13,349 male
users and 11,651 female users in this dataset. In both datasets we
randomly sampled 20,000 users as training set, and the remaining

Figure 4: The distribution of users in different age groups.

users as test set. Among the training users we randomly sampled
10% of them for validation.

Table 1: The mapping between age category and age range.

Age category 1 2 3 4 5 6
Age range < 18 [18, 24] [25, 34] [35, 49] [50, 64] > 64

In our experiments, the word embeddings were pretrained on
all the search queries in the training data using the word2vec1 tool.
The embedding dimension is 200 for both datasets. The window
sizes of word-level CNN and query-level CNN are both 3, and the
number of filters in these CNN networks is 300. RMSProp [4] was
used as the optimizer for model training. The batch size was set to
100. Tw in the word-level attention network and Tq in the query-
level attention network are both set to 300. Dropout technique [35]
was used in our approach to mitigate overfitting and was applied
to both word embedding layer and CNN layers. The dropout rate
was set to 0.2. Early stopping strategy [2] was also used. If the
loss on validation data does not decline after 3 epochs, then the
training will be terminated. All the hyperparameters were selected
according to the validation data. Each experiment was repeated for
10 times independently and average results were reported.

4.2 Performance Evaluation
In this section we evaluate the performance of our HURA approach
by comparing it with several baselinemethods for user demographic
prediction. The methods to be compared include:

• SVM: support vector machine, widely used in demographic
prediction [9].

• LR: logistic regression, also very popular for demographic
prediction [25, 32].

• LinReg: linear regression with Lasso regularization [26].
• FastText: a popular method for text classification [13].
• CNN : demographic prediction based on convolutional neural
network [14].

• LSTM: demographic prediction based on Long Short-Term
Memory network [11].

• HAN : a hierarchical attention network for document clas-
sification [39]. We regard each user a document and each
search query as a sentence.

• HURA: our proposed approach for search query based user
demographic prediction.

1https://code.google.com/archive/p/word2vec/
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Table 2: Experimental results on the Age dataset. Fscore is macro-averaged Fscore.

10% 50% 100%
Accuracy Fscore Accuracy Fscore Accuracy Fscore

SVM 32.92±0.26 31.88±0.24 36.33±0.32 35.74±0.32 39.59±0.40 39.10±0.39
LR 34.25±0.27 33.55±0.25 37.70±0.33 37.18±0.32 40.68±0.44 39.92±0.43

LinReg 31.45±0.29 30.66±0.27 34.10±0.36 33.29±0.35 37.34±0.54 36.15±0.53
FastText 32.56±0.29 32.04±0.28 35.94±0.35 35.33±0.34 39.32±0.37 38.86±0.36
CNN 35.68±0.72 34.89±0.69 38.72±0.63 38.25±0.58 41.34±0.59 40.64±0.54
LSTM 34.97±0.68 34.12±0.64 38.29±0.61 37.63±0.59 40.73±0.58 40.08±0.54
HAN 36.89±0.66 36.14±0.62 40.04±0.56 39.25±0.53 42.17±0.57 41.64±0.52
HURA 38.57±0.62 37.94±0.58 42.58±0.55 41.75±0.50 44.42±0.54 42.58±0.48

Table 3: Experimental results on the Gender dataset. Fscore is macro-averaged Fscore.

10% 50% 100%
Accuracy Fscore Accuracy Fscore Accuracy Fscore

SVM 60.76±0.14 60.43±0.14 62.40±0.16 62.32±0.16 63.53±0.18 63.51±0.19
LR 61.43±0.16 61.40±0.16 62.93±0.17 62.91±0.18 63.67±0.21 63.65±0.22

LinReg 57.49±0.20 56.86±0.20 60.05±0.23 59.92±0.23 61.47±0.24 61.42±0.24
FastText 60.79±0.18 60.66±0.18 61.94±0.17 61.90±0.18 63.39±0.16 63.34±0.16
CNN 64.45±0.44 64.39±0.46 67.21±0.31 67.15±0.32 68.66±0.28 68.63±0.28
LSTM 64.02±0.39 63.96±0.40 66.74±0.30 66.69±0.30 68.43±0.27 68.38±0.27
HAN 64.94±0.37 64.88±0.38 68.37±0.29 68.31±0.30 69.85±0.26 69.80±0.27
HURA 66.70±0.34 66.68±0.35 69.94±0.27 69.91±0.27 71.14±0.25 71.12±0.26

Following [25], the features used in SVM, LR and LinReg are word
unigrams. The hyperparameters of these baseline methods were
tuned on validation data. We conducted experiments on different
ratios of training data (i.e., 10%, 50% and 100%) to explore the per-
formance different methods with different amounts of labeled data.
Classification accuracy and macro-averaged Fscore are used as
evaluation metrics. The results are summarized in Tables 2 and 3 .

According to Tables 2 and 3, our HURA approach achieves the
best performance among all the methods compared here on both
age prediction and gender prediction tasks. The hypothesis test-
ing results show that HURA can significantly outperform baseline
methods at the significance level of 0.01 evaluated by t-test. Our
HURA approach can perform better than many popular user demo-
graphic prediction methods that are based on traditional machine
learning methods, such as SVM [9], LR [32], and LinReg [26]. This
is because the features for representing users in these methods are
handcrafted, and cannot capture the complex semantics and con-
texts of search queries. In our approach, the feature vector for user
representation is learned from data using a neural network based
model, which is more suitable for search query based demographic
prediction. Our approach can also outperform many existing demo-
graphic prediction methods that are based on neural networks, such
as FastText [13], CNN [14] and LSTM [11]. In these methods, all the
search queries of the same user are concatenated together as a long
text for building user representation. Thus, the semantic informa-
tion of each individual search query cannot be effectively captured,

and these methods cannot distinguish useful search queries from
less useful queries. Since many search queries are uninformative
and even noisy for demographic prediction, these methods may
be suboptimal for search query based age and gender prediction.
Different from these deep learning based demographic prediction
methods, in our HURA approach we use a hierarchical neural model
for user representation which first learns a representation vector
for each query from their words using a word encoder, and then
learns a representation vector for each user based on their search
queries using a query encoder. In addition, we incorporate both
word-level and query-level attention networks into our HURA ap-
proach to attend differently to different words and queries based on
their contributions to demographic prediction task. Since different
words and different search queries have different informativeness
for demographic prediction, our approach is more appropriate for
predicting users’ ages and genders from their search queries than
these existing deep learning based demographic predictionmethods,
which is validated by the experimental results. Although HAN [39]
can exploit the hierarchical structure of document (i.e., words form
sentences and sentences form documents), our HURA approach
performs consistently better than it. This is because in the HAN
method LSTM network is used to learn sentence representation
from words and learn document representation from sentences.
This method is appropriate for document classification and the
sequential information of words and sentences can be captured.
However, search queries are quite different from sentences, since a
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Figure 5: The confusion matrix of our approach on the Age
dataset. Deeper color represents larger values.

(a) Age

(b) Gender

Figure 6: The effectiveness of word-level and query-level at-
tention networks for our HURA approach.

search query is usually a combination of several keywords, rather
than a complete sentence. In addition, different from documents
where sentences in the same document usually have strong related-
ness with each other (e.g., following the same topic), there is more
diversity among the search queries from the same user. For exam-
ple, a user may search for various kinds of information in different
search sessions. Although search queries in neighboring time may
have relatedness with each other, the relatedness between search
queries with a long time span is usually very weak. Thus, capturing
the local contexts of words and search queries using CNN may be
more appropriate for query representation and user representation.
Thus, our HURA approach can consistently outperform HAN in
the search query based demographic prediction task.

In order to further evaluate the performance of our approach,
we calculated the confusion matrix of our approach on the test data.
The results on the Age dataset are shown in Fig. 5. We can see that

most of the misclassifications are caused by classifying users into
neighboring age categories. For example, many users with age cate-
gory 4 (ages in [35, 49]) are misclassified into age category 5 (ages in
[50, 64]). This result is consistent with our intuition, since there are
many overlaps in searching contents and writing styles between
users in neighboring age categories. Thus, the experimental results
show that the prediction results of our approach are reasonable.

4.3 Model Effectiveness
In this section we conducted several experiments to explore the
effectiveness of the model of our HURA approach. First, we want to
verify whether the word-level and query-level attention networks
are useful for improving the performance of our approach. The
experimental results on both datasets are summarized in Fig. 6.

According to Fig. 6, incorporating the word-level attention net-
work can effectively improve the performance of our HURA ap-
proach. This is because different words usually have different impor-
tance in building informative query representation for demographic
prediction. For example, in the query “birthday gift for wife” the
word “wife” is more informative than “gift” in inferring the gender
of this user. Thus, the word-level attention network can help our
model attend differently to different words according to their con-
tributions to demographic prediction. In addition, incorporating the
query-level attention network can also improve the performance
of HURA. This is due to that different search queries have different
informativeness for predicting demographics of users. For example,
the query “birthday gift for wife” is more informative than “gmail
login” for gender prediction, and the query “gift for classmates”
is more informative than “amazon.com” for age prediction. Thus,
the query-level attention network is very useful for our HURA
approach to recognize and highlight informative search queries
to learn more informative user representations for demographic
prediction. Moreover, incorporating both word-level and query-
level attention networks can further improve the performance of
our HURA approach, which indicates that they are complementary
with each other.

We also conducted experiments to explore the effectiveness of
word-level and query-level CNN networks in learning contextual
representations of words and search queries for demographic pre-
diction. The experimental results are summarized in Fig. 7. We
can see that incorporating the word-level CNN network can effec-
tively improve the performance of our approach. This is because
neighboring words in search queries usually have dependencies
with each other, e.g., belonging to the same phrase or entity name,
and capturing the local contexts of words is beneficial for learning
high-quality query representations. In addition, incorporating the
query-level CNN network is also helpful. This is because neighbor-
ing queries from the same user may have relatedness with each
other. For example, they may be the different formulations of the
same search intent. Thus, capturing the local context information
of search queries can help learn more accurate and robust query
representations, since search queries are usually very short and the
context information in individual queries is limited. Moreover, by
incorporating both word-level and query-level CNN networks our
approach can achieve better performance.
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Figure 7: The effectiveness of word-level and query-level
CNN networks for our HURA approach.

4.4 Case Study
In this section, we conducted several case studies to further ex-
plore how our approach works. More specifically, we want to verify
whether the word-level and query-level attention networks can
select important words and search queries for demographic pre-
diction. In Figs. 8 and 9 we show several example search queries
from randomly selected users in the test data of the Age and Gender
datasets.

From Figs. 8 and 9, we have several observations. First, the search
queries are very short and usually contain only a few words. Thus,
the context information is limited in each single search query. Sec-
ond, search queries from the same user can be very diverse in
content, and many of them are not useful for inferring demograph-
ics, such as “signin”, “amazon’ and “mail”. Thus, predicting users’
demographics based on their search queries is very challenging.
Third, neighboring words in the same query usually have depen-
dencies with each other, e.g., the words “pioneer” and “woman”
in the query “pioneer woman magazine”. In addition, the search
queries posted by the same user in neighboring time may also have
relatedness. For example, “elderly tax credit form” and “county el-
derly tax credit form” are two neighboring queries posted by the
same user. These two search queries are highly related to each other
and they share the same search intent. Thus, capturing the local
contexts of words and search queries is beneficial for learning more
informative user representations to predict user demographics.

In addition, according to Figs. 8 and 9, our HURA approach can
distinguish useful words from less useful words using the word-
level attention network. For example, in Fig. 8(a) the words “cool”,
“games” and “quiz” are assigned high attention weights. From these
words we can infer that this user is probably a teenager. However,

words like “mail” and “login” are assigned low attention weights,
since they are widely used by all users and are not informative
enough. In Fig. 9, the words “lipstick” and “skirt” are assigned
higher attention weights than “gift” and “element”, since “lipstick”
and “skirt” are more informative for gender prediction. In addi-
tion, our HURA model can distinguish informative search queries
from less informative queries using the query-level attention net-
work. For example, in Fig. 9 search queries likes “give my wife a
gift” and “best electric shaver” are assigned high attention weights
since they are informative for gender prediction, while queries like
“youtube.com” and “amazon” are assigned low attention weights
since they are frequently used by both male and female users. Thus,
these case studies validate that the motivations of our approach
are reasonable and our HURA approach is effective in selecting im-
portant information for predicting demographics based on search
queries.

5 CONCLUSION
In this paper we study an interesting and challenging problem, i.e.,
predicting the demographics of online users based on their search
queries. We propose a neural approach named HURA for this task.
The core of our approach is a hierarchical neural model to learn
user representations from search queries for demographic predic-
tion. Our model first uses a word encoder to learn representations
of queries from words, and then uses a query encoder to learn
user representations from queries. In addition, we incorporate both
word-level and query-level attention networks into our approach
to select and highlight important words and search queries to learn
more informative user representations for demographic prediction.
Experiments on two real-world datasets show that our approach
can effectively improve the performance of search query based age
and gender prediction, and consistently outperform many baseline
methods.
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